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ABSTRACT: In latest years maximum of the specialists like Graphic Designer, Architect, 

Engineers, Designers, Students want to discover the photographs from the huge streams. Users 

from diverse aspect necessity to swiftly discover the associated photographs from statistics streams 

generated via way of means of the diverse domains. Content-primarily based totally photo retrieval 

(CBIR) is a frequently used for retrieving photographs from the huge steams. The overall 

performance of a content-primarily based totally photo retrieval device relies upon at the 

characteristic illustration and similarity measurement. In this paper, we proposed a completely 

unique approach to transform image dataset into higher-degree constructs that can be evaluated 

more computationally efficiently, reliably and enormously fast from several remarkable of 

empirical studies for lots of CBIR obligations using image database, we advantage some 

encouraging effects which famous indicates several vital insights for boosting the CBIR general 

performance. 

Keywords:  Content-primarily based totally photo retrieval, Clustering, Alex net 

1. INTRODUCTION 

Dynamically evolving man or woman of the hassle is addressed via way of means of a regular 

replace of the anticipatedtechnique which one related to dynamic hierarchical cluster that use of 

these days added Evolving Local Means (ELM) clustering technique on the returned-stop server 

of the general device. The neighborhood Recursive Density Estimation (RDE) offers the precise 

records approximately the similarity among any given question photo and all photographs from a 

given photo clouds.  The proposed method is capable of real-time image retrieval from a massive 

variety of photographs, computationally and timewise very green because of the aggregate of the 

hierarchy nested dynamic shape in cloud surroundings. This method is supplying very significant 

visible effects because of the aggregate of functions of numerous natures. The computationally 

green method RDE is offer powerful retrieve mechanism to retrieve snap shots from cloud 

surroundings in green way.  Since photographs are in a virtual shape this opens new possibilities 

to arrange them in a handy to govern shape. For example, textual content may be prepared 

alphabetically, tune the use of information. However, it is a mission to arrange a big and 

dynamically developing quantity of photographs in a shape this is handy to go looking speedy [1]. 
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Figure-1: CBIR with Hierarchical Nested Dynamic Cluster Syste 

It is viable to perceive and retrieve favored photographs from a small database; however, the 

problems come to be extra bright for huge and dynamically developing statistics streams with 

numerous photographs.  

Dynamically evolving of anticipated technique used via way of means of a regular replace 

of the proposed nested dynamic hierarchical shape the use of these days added ELM clustering 

technique on the returned-stop server of the general device. This technique could be very 

computationally green and sturdy and offers visually significant outcomes because of the 

aggregate of capabilities of diverse nature. The neighborhood RDE offers the precise records 

approximately the similarity among any given question photo and all photographs from a given 

photo clouds [1].  

2. PROBLEM IDENTIFICATION 

Clustering algorithms partition facts proper right into a positive variety of clusters 

(companies, subsets, or categories). There isn't always any t any universally agreed upon 

definition. Most researchers describe a cluster via way of means of thinking about the inner 

homogeneity and the outside separation, i.e., styles withinside the equal cluster must be much like 

every different, even as styles in specific clusters must now no longer. Both the similarity and the 

dissimilarity must be examinable in a clean and significant manner. The Researcher introduce 

Hierarchical Nested Dynamic cluster (HNDC) on this studies work. The concept is clusters are 

replacing at some point of the quest time. 

3 IMAGE RETRIEVAL TECHNIQUE 

 Image Retrieval the use of HNDC set of rules from the photo collections worried with the 

subsequent steps.  
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• Image Representation is primarily based totally on Convolutional Neural Network photo set 

including AlexNet 

• Apply Image Indexing the use of Hierarchical Nested Dynamic Clusters.  

• Image retrieved the use of similarity degree with Recursive Density Estimation 

 

4. STATE OF ART 

 In this studies study, the subsequent are consists of in our studies framework, 

 Images are supplied in a convolutional manner via way of means of the use of AlexNet 

 Images are indexing in Hierarchical Nested Dynamically via way of means of the use of ELM 

 Images are retrieved in Similarity measures method via way of means of the use of RDE 

 

 

 

 

 

 

 

 

Figure-2: Framework for Hierarchical Nested Dynamic CBIR 

 Another very essential detail of CBIR, specially, whilst carried out to the online in which the 

industry of photographs. Various algorithms for clusteringwere suggested for this reason including 

the suggest-shift, k-manner, and hierarchical clustering strategies. HSV color histogram to extract 

capabilities and cluster images were mainlyfounded completely at the offline iterative suggest-

shift clustering set of rules. The cluster in which map to the highest variety ofconcern imageswere 

selected and identified as the 'significant' cluster. In the BOO-clustering set of rules [8] and 

GDBSCAN is carried out to extract color clusters of each picture graph. Once the ones are 

determined, the devices are long-established through manner of method of selecting one or a few 

color clusters of the picture graph in an interactive way. K-way clustering method and indexing 

form B+ tree is applied in to group relevant pictures in a CBIR device. For the retrieval process, 

pictures from the closest cluster and from one of a kind nearby clusters are considered to retrieve 

similar pictures despite the fact that the query picture graph is mis-clustered[2]; however, an 

                            HNDC Framework 

 Image Representation with Alexnet 

Image Indexing with ELM 

    Image Retrieval with RDE 
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essential disadvantage of this technique is that the range of clusters, K must be predefined and isn't 

converting afterwards (is fixed); accordingly, the range of photo companies withinside the dataset 

must be regarded in advance.  

Developing a hierarchical cluster can extensively boost up the hunt it truly is essential. Developed 

a hierarchical annular histogram (HAH) and inspected it on pix from prostate cancer [5]. They 

reminisce the hierarchy of photo to sub-pictures and now now not a hierarchy of nested 

clusters/image clouds as inside facet the predicted paper and agreed out their technique to a small 

amount of pictures from a selected place best. On the alternative hand, they carried out a 

hierarchical entropy-primarily based totally illustration (HER) to a database containing numerous 

shapes represented via way of means of the nearest countedrounded coordinates for use in a CBIR 

device [6]. A tree-primarily based totally shape of illustration of photographs changed into 

proposed, wherein a root node incorporates the worldwide capabilities, in place of infant nodes 

which comprise the neighborhood capabilities. Authors extensively utilized multi-layer self-

organizing map to shape the tree shape. In a multi-stage hierarchy changed into proposed and 

carried out to textual content retrieval and herbal language. Finally, in a hierarchical form to which 

slender looking and dynamic indexing are agreed using wavelet-based totally scheme for multiple 

competences extracted from pix in a warehouse. The hierarchy is, however, over the picture graph 

color, palm and face etc. Features are not over nested clusters of pix. This method may also battle 

in terms of computational complexity for large amount of pix and sub-pix or capabilities.  

Although, forming hierarchical systems for retrieving photographs has been explored via way of 

means of different researchers, their desires for doing so vary from our proposed technique. We 

provide a hierarchy of nested clusters of suggest values, now no longer photographs and sub-

photographs or capabilities. Last, however now no longer least, it's far essential to choose suitable 

proximity and similarity degree applied for searching and clustering.  

Conventionally, Euclidean, Mahalonobis, cosine, Manhattan/city distance measures are applied. 

We have selected relative Manhattan (L1) distance. Still, all of these are distances among a specific 

information shape and every delivered information shape (e.g. photo) [7].Herewe also were linked 

the clusters among (distance or dissimilarity degree among different industry of images). In 

accumulation, the density withinside the statistics area as added and described in offers an open 

fee among zero and 1 of the similarity among a given statistics form (e.g. photo) and all 

photographs from a statistics cloud (or cluster). The proposed technique uses such degree of 

similarity which isn't similar to the space among statistics samples (photographs) nor among 

companies of photographs, nor among a photo and an average of a cluster (suggest of a cluster is 

regularly now no longer an current photo, however an abstraction) best. Data density as defined in 

is a very precise diploma which lets in fast to be computed (because of the reality is recursive and 

within side the proposed method can be taken into consideration with inside the shape of 

hierarchical nested) the precise (now not approximate) similarity among a given query image and 

as many one of a kind pictures as needed 
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5. IMAGE REPRESENTATION WITH ALEXNET 

AlexNet is a Convolutional Neural Network that rose to prominence whilst it gained the Imagenet 

Large Scale Visual Recognition Challenge (ILSVRC), that's an annual mission that evaluates 

algorithms for item detection and photo type at huge scale (think about it because the World cup 

for photo type algorithms). Important withinside the layout of AlexNet changed into a collection 

of strategies that had been new or successful, however now no longer extensively followed on the 

time. Now, they've come to be necessities whilst the use of CNNs for photo type. AlexNet made 

use of the rectified linear activation characteristic, or ReLU, because the nonlinearly after every 

convolutional layer, as opposed to S-formed capabilities including the logistic or tanh that had 

been not unusual place up till that factor [7]. Also, a softmax activation characteristic changed into 

used withinside the output layer, now a staple for multi-magnificence type with neural networks. 

The ILSVRC evaluates the achievement of photo type answers via way of means of the use of 

essential metrics, the pinnacle-five and the pinnacle- 1 errors. When given a fixed of N 

photographs, regularly known as take a look at photographs and mapped to a goal magnificence 

for every metric. The Top-1 Error is the proportion of the time the classifier did now no longer 

provide the suitable magnificence the best rating even as the pinnacle-five mistakes is the 

proportion of the time that the classifier did now no longer encompass the suitable magnificence 

amongst its pinnacle five guesses.  AlexNet obtained a pinnacle-five mistakes round 16% which 

changed into an awesome end result returned in 2012. To installed context, the following excellent 

end result trailed some distance behind (26.2%). When the dirt settled deep studying have become 

cool once more and withinside the following couple of years, a couple of groups could construct 

CNN architectures that might beat human stage accuracy. The structure used withinside the 2012 

paper is popularly known as AlexNet after the primary creator Alex Krushinski. 

 

Figure-3: Image Representation the use of Alex Net 

Alex Net is made from 8 trainable layers, 5 convolution layers and 3 absolutely related layers. All 

of the trainable layers are observed via way of means of a ReLu activation characteristic besides 

for the ultimate absolutely related layer wherein a SoftMax characteristic is used [2]. The structure 

additionally includes non-trainable layers: Three pooling layers, normalization layers and one 

dropout layer 

6. ELM CLUSTERING ALGORITHM 
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The advice-shift set of rules [5] transforms each data sample to the advice of the data samples 

withinside the place Sr spherical it. Considering that the whole data set is break up into convex 

subsets which might be extra than r distance apart, the data samples will constantly stay internal 

their respective devices or clusters and cannot diverge.This is due to the truth that is usually a 

convex combination of contributors from the identical convex set. Also, as quick as all the 

observations in such a set lie internal a distance r from one each other, the subsequent era will 

transform they all to a common vicinity factor, their sample manner. ELM technique is advanced 

primarily based totally on this selection of the suggest shift set of rules [1]. The problem with the 

internet approach is that because of the truth that past samples are required to be discarded so it 

isn't always feasible to understand the network of a sample. Therefore, we use heuristics to 

determine the network of a sample and to decide to which community suggest (cluster Centre) the 

sample should be associated to. In ELM, a cluster is represented with parameters: cluster Centre, 

denoted through manner of method of μi, is the community suggest, and a distance parameter, 

denoted through manner of method of αi, is the not unusual place norm withinside the it cluster[7]. 

The set of policies can look at model each from scratch or with already contemporary clusters, 

furnished each cluster is represented with the two parameters, μi and αi. Each sample is considered 

to be bounded through manner of method of a region of radius r (similar to a kernel) [8]. As a 

sample x arrives, its distance to all the prevailing cluster centers is computed. Let us denote the 

gap from x to ith cluster centrepin thru manner of way of di. If x satisfies situation 1, it way the 

vicinity spherical x and the vicinity spherical μi overlaps, then sample x is assigned to cluster i.

 

 

Figure-4:  Hierarchical Nested Dynamic Cluster 

ELM is primarily based totally at the idea of non-parametric gradient estimate of the density 

characteristic the use of neighborhood (in keeping with statistics cluster/rubric) manner. The 
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neighborhood manner is being up to date for every new coming characteristic vector/photo 

descriptor taking into account the statistics as usual to evolve/expand. Novel facts clusters are 

being formed if the density pattern modifications, a cluster is created. In that case, the evolving 

nature of ELM can be beneficial if new snap shots are added to the database. For each photograph 

clusters i that is being formed, we're capable of compute the community suggest, μi and variance, 

σi. The recommend does now no longer essentially and constitute a significant image, however is 

as an alternative an abstraction/focal factor of the cloud. Detailed information of the ELM 

technique is supplied. Originallyaextent of the statistics clusters is being described [1]. In phrases 

of the characteristic vector which changed into described withinside the preceding sub-section, the 

preliminary radius fee changed into selected to be one hundred fifty for the decrease hierarchical 

layer and 250 for the higher/pinnacle layer, the space/dissimilarity to all present statistics clouds 

is calculated. If the succeedingsituation is satisfy, Then the Image I is allotted to the records cluster 

I, 

i id (max( , r) r)  +  

wherein di is the distance from imagei to the statistics cloud proposeμi and r is a pre-targeted radius 

of the clusters. 

The parameters μi and αi are up to date recursively after the assignment. If the area round x 

overlaps with multiple cluster then the closest one is taken into consideration. Once the parameters 

μi and αi are up to date it's far checked if there may be any similarly overlapping with current 

clusters in this type of case clusters are merged. On the alternative hand, if the area round x does 

now no longer overlap with any current cluster i.e. if above circumstance isn't pleased then x is 

said as a brand-new cluster Centre. The idea is that in a convex vicinity with unimodal records 

distribution, the propose of all the samples in that vicinity can be considered due to the fact the 

issue with most density and thus the mode. If we exercise propose shift method on this sort of 

convex vicinity, all the samples ought to converge to the sample propose. In ELM clustering 

technique we keep away from the intermediate steps of shifting a sample towards the mode in steps 

proportional to the gradient [1]. Consider a convex region (or cluster) i represented thru manner of 

way of μi and αi. Since in online approach past samples are discarded, the community advise 

represents the samples seen so a few distance. When a sample x arrives, and if it satisfies the 

situation 1 then it way the community of x carries samples which can be in region spherical μi. 

In suggest-shift set of rules, we use the time period evolving neighborhood suggest for the 

neighborhood suggest. When area round x overlaps with multiple cluster, we remember that x will 

circulate toward the cluster with biggest overlap the use of a easy heuristic that large area will 

comprise extra range of samples and accordingly density can be high. If this circumstance for the 

photo I is real for multiple statistics cloud, the closest cluster is chosen. After assigning the brand-

new coming photo to a current statistics cluster, the suggest of the statistics cluster μi and the 

variance, σi is up to date recursively. If the area round x overlaps with multiple cluster then the 
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closest one is taken into consideration. Once the parameters μi and σi are updated its miles checked 

if there can be any in addition overlapping with present day clusters on this sort of case clusters 

are merged. On the opportunity hand, if the location spherical x does now not overlap with any 

present-day clusters i.e. if above condition isn’t satisfied then x is stated as a brand-new cluster 

Centre. The concept is that during a convex area with unimodal statistics distribution, the suggest 

of all of the samples in that area may be taken into consideration because the factor with maximum 

density and accordingly the mode. If we practice suggest shift technique in this type of convex 

area, all of the samples could converge to the pattern suggest. In ELM clustering technique we 

keep away from the intermediate steps of transferring a pattern toward the mode in steps 

proportional to the gradient [4]. Consider a convex cluster i represented via way of means of μi 

and σi Since in on-line technique beyond samples are discarded, the neighborhood suggest 

represents the samples visible so some distance. When a sample x arrives, and if it satisfies the 

above condition then it way the community of x carries samples which can be in location spherical 

μi. In advice-shift set of rules, x may be shifted to the advice of the samples in location, and with 

successive technology x will in the end converge to μi because of the truth location spherical x is 

part of the convex location and μi is the mode of that location. In ELM clustering we at once assign 

x to it cluster due to the fact that the space among area round x and round μi is much less than r. 

7. EXPERIMENT RESULTS 

 The new novel mechanism was introduced to tested with more than 30,000 images were 

received from CIFAR database.When the winning cluster at the lowest layers (layer 1) is chosen, 

then the inside cluster is re-arranged with images are created on theirlikeness to the resulted 

query using RMD (Relative Manhattan Distance). The RMDare starting from the images and 

query inside the resulted cloud is computed as: 

 

k
n

s sk

ik
s 1 s s

Q I
d(Q, I ) ;  k=1,2, ... ,N

1 Q I=

−
=

+ +
  

where Niis the resulted images in the selected clusters; n is the number of features (n=697).The 

assessment begins offevolved at the top most layer first and non-forestall to at the lowest layers; 

however, fine with the clusters correspond with the winner cluster determined at the layer above. 

Methods Execution Time (s) 

Proposed method of Clustering Nested 

Dynamic Clusters 
0.0013 

No Clustering with image sets 0.205 

Non-hierarchical clustering with image sets 0.019 

 

Table-1: Execution time compare with different clusters setup 
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Figure-4: Execution time compare with different clusters setup 

 In these results, the proposed system is available in two most viable layers; since, the 

methodology is scalable; thus, more layers can be put together if necessary. ELM 

clusterswerearranged to create the nested dynamic clusters. At the lowest layer consist 10,000 

images were arranged into 30 clusters while at the highest layer it compressed to 10 clusters. As 

it's far illustrated in above table, the proposed method is greater than 15 instances quicker than the 

apparent clustering shape and over a hundred instances quicker than the technique evaluating with 

every dataset images.The 10,000 images were trained and tested for identifying their features. As 

well as, the dendrogram of classes of images was constructed and is represented in Figure-5. 

 
Figure-5: Dendrogram of major clusters 

 In this experiment, the hierarchical nested clusters are formed by using ELM clustering 

algorithm [3].  The algorithm was implemented in python environment 3.7.0. At first, statistical 

values of features of each major cluster are treated as separate data objects for nested clustering. 
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The centroid of every nested clusters is calculated with the aid of using the usage of kernel density 

estimation and are represented in Table-2. The approach looking to assigning every data point in 

the direction of the nearest cluster centroid and course to the nearest cluster centroid is decided 

with the aid of using wherein maximum of the factors close by are at. For every iteration, the facts 

factors are circulating to toward the centroid of the clusters. This process continues until each point 

is assigned to a cluster. 

 

Cluster centroids of Airplane 

0.23404948  0.12227987 

 0.87060547  0.05970945 

 0.95605469  0.15405457 

 0.63671875  0.02656875 

 0.1171875   0.12141708 

Cluster centroids of Automobile 

0.43457031  0.03633378 

 0.484375    0.01804569 

 0.55761719  0.12850414 

 0.38769531  0.07966667 

 0.34277344  0.07601299 

Cluster centroids of Bird 

0.88183594  0.14956255 

 0.72135417  0.19284489 

 0.47851563  0.03423617 

 0.16699219  0.19816121 

Cluster centroids of Cat 

0.32773438  0.0910739  

 0.62792969  0.08574247 

 0.87988281  0.18456517 

 0.02539062  0.13425196 

Cluster centroids of Deer 

0.26894531  0.0914085  

 0.69433594  0.13715623 

 0.05664062  0.18496762 

Cluster centroids of Dog 

0.64550781  0.07234795 

 0.25878906  0.17354371 

 0.49316406  0.12243654 

 0.76269531  0.16845604 

Cluster centroids of Frog 
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Table-2: Centroids of nested clusters 

 The nested clusters are formed for each major clusters by using ELM (or mean-shift 

algorithm) and are depicted in Figure-6. Figure-7 shows the Performance analysis of 

Hierarchical nested and dynamic clustering 

 

 
Figure-6: Nested clusters of Major cluster (Airplane) with its centroid values 

 

0.29125977  0.09719566 

 0.10904948  0.14615552 

 0.44335938  0.02449426 

Cluster centroids of Horse 

0.35791016  0.06620263 

 0.15161133  0.15040999 

 0.66650391  0.13452343 

Cluster centroids of Ship 

0.5046875   0.03133265 

 0.82714844  0.07798862 

 0.76269531  0.2090555  

 0.0859375   0.15924844 

Cluster centroids of Truck 

0.37089844  0.05165872 

 0.55078125  0.0431225  

 0.18994141  0.12469674 

 0.49609375  0.16649435 
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Figure-7: Performance analysis of Hierarchical nested and dynamic clustering 

 

9. CONCLUSION 

In this proposed technique, a totally specific maximum effective method for easy prepare and rapid 

looking mechanism inside CBIR context has been introduced. Its imply that the unconventional 

mechanism in the course of which prepare unstructured set of complexes, extra dimensional pics 

switch right into a dynamically evolving hierarchically nested clouds shape using a collective set 

of shape and a computationally green neighborhood-RDE-primarily based totally similarity 

measure. The new novel technique became proven with exclusive facts units in the course of which 

they consist pretty 10,000 pics from approximately eleven exclusive genres/rubrics. The new 

technique became prepared to created forty clusters for a given question photograph it furnished 

visually very applicable consequences inside few milliseconds making most effective 

approximately easy calculations of the neighborhood RDE formula. The new approach is 

obtainable and parallelizable in nature. It is often comprehended together of best web service. it's 

also ready to connect regeneration from the user are often added during a future application. 

REFERENCES 

[1] PlamenAngelov and Pouria Sadeghi-Tehran, A Nested Hierarchy of Dynamically Evolving 

Clouds for Big Data Structuring and Searching, Procedia Computer Science INNS 

Conference on Big Data Volume 53, 2015, Pages 1–8 

[2] Mrs Monika Jain, Dr. S.K.Singh A Survey On: Content Based Image Retrieval Systems 

Using Clustering Techniques For Large Data sets, International Journal of Managing 

Information Technology (IJMIT) Vol.3, No.4, November 2011 

[3] Ouhda Mohamed, El Asnaoui Khalid, Ouanan Mohammed, and AksasseBrahimContent-

Based Image Retrieval Using Convolutional Neural Networks, Springer International 

Publishing AG, part of Springer Nature 2019 

1000 1000 1000 1000 1000 1000 1000 1000 1000 1000

970

945

912

982 981 978

938

982 990 984

Performance analysis of Hierarchical nested and 
Dynamic clustering

Total Instances Correctly classified instances



International Explore Journal of Computer Science and Applications Vol.  I Issue 1 April 2022 

Scientific Explore Publication, Madurai, TN, India 
  13 
 

[4] Richard Hyde, PlamenAngelov, A New Online Clustering Approach for Data in Arbitrary 

Shaped Clusters IEEE 2nd International Conference on Cybernetics (CYBCONF) 2015 

[5] Rashmi Dutta Baruah, PlamenAngelov Evolving Local Means Method for Clustering of 

Streaming Data, WCCI 2012 IEEE World Congress on Computational Intelligence June, 

10-15, 2012 - Brisbane, Australia 

[6] PlamenAngelova, Pouria Sadeghi-Tehran1, Look-a-like: A Fast Content-based Image 

Retrieval Approach using a Hierarchically Nested Dynamically Evolving Image Clouds 

and Recursive Local Data Density, International Journal of Intelligent Systems June 14, 

2016 

[7] Michael Biehl, Anarta Ghosh, and Barbara Hammer Learning Vector Quantization: The 

Dynamics of Winner-Takes-All Algorithms, NeurocomputingVolume 69, Issues 7–

9, March 2006, Pages 660-670 

[8] P. Angelov and P. Sadeghi-Tehran. Look-a-like: A Fast Content-based Image Retrieval 

Approach using a Hierarchically Dynamically Evolving Image Clouds and Recursive 

Local Data Density. Internal Journal of Computer Vision (submitted, October 2014). 

https://www.sciencedirect.com/science/journal/09252312
https://www.sciencedirect.com/science/journal/09252312/69/7
https://www.sciencedirect.com/science/journal/09252312/69/7

