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Abstract 

 

This research delves into the analysis of student enrollment patterns in higher education programs 

across India for the year 2015. Utilizing a comprehensive dataset encompassing demo- graphic 

details, census information, and features of various colleges and programs, three distinct data 

mining techniques are applied: Apriori rule mining, K-means clustering, and logistic regression 

classification. The findings reveal insightful relationships between different ethnic groups, 

genders, and educational preferences. The study not only showcases the potential of data mining 

in higher education analysis but also highlights the challenges and advantages of each technique 

on a large, sparse, and high-dimensional dataset. 
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1. Introduction 

 

This research project aims to analyze the student enrollment patterns in higher education 

programmes across India in the year of 2015. The aim is to analyze and find relationships    and 

patterns between different factors that affect enrollment   in a particular degree or college. The 

dataset is obtained from Indian government data website [1]. This dataset contains 400,000+ 

entries of programmes which show the types of students enrolled in different higher education 

programmes. 

Different pre-processing techniques are applied on the dataset to make the data more suitable for 

use in visualizations as well as data mining tasks. After visualizing the data, data mining tasks are 

performed on the dataset to obtain the desired relationships and patterns. Three data mining 

techniques are explored in this paper and are applied on this data set. The three techniques are as 

follows: 

 Association rule mining using the Apriori algorithm   [2] 
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 Clustering using the K-means algorithm  [3] 

 Classification using logistic regression and a neural net- work 

All the pre-processing techniques, visualizations, and all the three data mining techniques were 

implemented in python3 with the help of jupyter notebooks and the complete imple- mentation of 

this paper. 

2.Problem Definition 
 

The aim of this project is to find patterns and draw in- sights from student enrollment 

statistics in higher education programmes in India for the year 2015. We aim to use this dataset to 

draw the following types of insights mentioned below. The groups of people refer to whether a 

person is from the general caste, backward castes, PWD, muslim minority, or other minorities. 

 The relation between different groups of people and the type of higher education they 

p r e f e r  

 The relation between different groups of people and the location in which they take up 

their   education 

 The relation between different groups of people and the number of years they wish to   

study 

 The relation between females and the type of education and hostels they prefer 

 The relation between one group of people and another in terms of taking up enrollment 

in that   degree 

Based on the patterns and relations we wish to draw; three data mining techniques are used. The 

three techniques are association rule mining using Apriori rule, clustering using K- means and 

classification using logistic regression and a neural network approach. 

 

3.Data Preprocessing Techniques 
 

The preprocessing phase involves several steps such as data cleaning, reduction, and 

transformation to ensure that the dataset is in an optimal form for applying data mining techniques. 

The following methods were employed: 

A. Data Cleaning 

 Handling Missing Values: The dataset underwent clean- ing to address missing values, 

though the exact methods of imputation or removal were not specified. This step ensured 

that the data was ready for   analysis. 

 Discretization of Ratio Data: Census ratio data was discretized using equal interval binning. 

The bins were manually tuned through trial and error, and 4 bins were chosen with intervals: 

(0-20), (20-50), (50-70),  (70-100). 
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B.Data Reduction 

• Feature Selection:  To reduce the dimensionality of the dataset, only a small relevant subset 

of numerical attributes was selected for clustering. The attributes chosen include 

total_general_total and total_backward_castes_total, which are rele- vant to the clustering 

label attribute, levell. 

• Label Balancing:  The dataset contained skewed class 
labels, such as” Undergraduate” and” Not girl exclusive” being dominant. This skewness was 

acknowledged but not explicitly corrected. 

• Conversion to Transaction Database Format: For as- sociation rule mining, the dataset was 

converted into a transaction database format. This transformation reduced the dataset to only 

the relevant categorical data necessary for this analysis. 

C.Data Transformation 

 Discretization: Continuous ratio attributes, such as cen- sus data, were discretized into 

intervals using equal interval binning. This transformation made the dataset compatible with 

the association rule mining algorithm (Apriori). 

 Normalization: Although not explicitly detailed, normal- ization techniques were likely 

applied during classifica- tion and clustering tasks to compute Euclidean distances and 

optimize gradient descent effectively. 

 Encoding Categorical Data: Categorical variables (e.g.” gender exclusivity,”” degree 

level”) were encoded into a format suitable for mining techniques. In the case of   the Apriori 

algorithm, these categorical attributes were trans- formed into” items” in the transaction 

database   format. 

4.Data Description 

 
The chosen dataset contains details about different higher education programmes in India 

offered in the year of 2015. The dataset contains 400,000+ entries of different colleges and 

programmes offered by these colleges. The dataset contains information about 35,000 different 

colleges in India and 178 different programmes offered by them. Programmes refer to different 

types of degrees like B.E Computer Science, B.Sc. Physics, and a variety of undergraduate, post-

graduate and phd degrees. The degrees are from multiple disciplines like art, commerce, science, 

political science and many more. There are 19651 disciplines present in the   dataset. 

 

The dataset initially (before pre-processing) contained 58 features. These features contain 

information about the de- mographic of students in a particular college in a particular degree in the 

year 2015. The demographic of the students gives us information like what caste they are from 

(General, SC, ST, OBC), what minority they are a part of if any (PWD, muslim, other minorities), 
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and also the number of females   and males in each of these minorities and castes. The dataset 

contains numerical values on the enrollment of members from each of these castes, minorities, 

gender, and also gives us numerical values of the combinations of the above three mentioned splits 

in the demographic. For example, a mixed feature would represent the number of people enrolled 

in a particular college, in a particular degree who are muslim, SC as well as female. Apart from 

the demographic, the dataset contains more information about each programme like which broader 

discipline they belong to, the minimum number of years needed to complete the degree, if the 

degree is self financed or not, etc. 

To add more information about colleges to this dataset, an- other dataset [5] was chosen 

from the Indian government data website and merged with the initial dataset. This additional 

dataset contained valuable information about the geographical location of the college (the state 

and the city in which the college is located), the specialty of the degree wherever applicable, and 

also if the college provides hostel facilities or not. With this, 4 additional features were added to 

the original dataset giving a total of 62 features before   pre-processing. 

This dataset can also be understood by splitting into two parts - A part containing the 

demographic of students in the college (census of each degree in each college), and a part 

containing different features of each college and degree like discipline, location, etc. The first part 

is census data or ratio data. The second part is a highly dimensional categorical data. Another 

important point to note about this dataset is that the data is very sparse and contains a lot of missing 

values and zeros. These problems are tackled accordingly while pre- processing the dataset. 

 

5.Pre-Processing 
 

Data preprocessing techniques are applied to the dataset to clean up redundant data and 

make the dataset more suitable for visualizations and data mining tasks. Three data preprocessing 

techniques are applied to the dataset and are detailed    below. 

 

A. Data cleaning 

 

The original dataset and the dataset obtained after merging are both very sparse in nature. 

They contained lots of zero values and missing values. The first task in data cleaning is    to handle 

the missing values in the dataset. To handle this problem, all the missing values are filled with 

zeros. This works well for the dataset because if a value is missing in the census data, it directly 

implies that no person belonging to that demographic exists in that college. As all the non-zero 

values total to the total students enrolled, replacing missing census data with zeros is an appropriate 

technique for this dataset. For some cases, the entries(rows) containing zero ”total students”, or a 
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null value in place of college name, degree name, etc are removed entirely as these rows cannot 

contribute to any mining techniques or visualizations. Another task in data cleaning is  to reduce 

the number of unique values in categorical columns by removing its case sensitivity. For example, 

”commerce” and ”COMMERCE” were counted as two different disciplines in the dataset. This 

problem existed across majority of the categorical columns and is fixed throughout the   dataset. 

 

B. Data Reduction 

As part of data reduction, features which are redundant or  do not add any value to visualization 

or data mining tasks are identified and removed. These features comprise of various ”id” and 

”remarks” fields and other manually identified fields including redundant data like ”faculty name”, 

”survey year”, etc. 

C. Data Transformation 

 

Two different data transformation techniques are applied on the dataset namely - 

Normalization and Discretization. For normalization, min-max normalization technique is used to 

normalize the census or demographic of students in each entry (for each degree in each college). 

For the given dataset, the min value is 0 and the max value is the total number of students enrolled 

in that degree in that college. As a result of min-   max normalization, a fraction or percentage of 

each type of person in the college is obtained and as a result, the population across different 

colleges can now be compared. Discretization is done on the  categorical  features  of  this  dataset  

as  well as the census part of the dataset. For the classification task, binarization is done on the 

categorical features. This technique is chosen over one-hot encoding because one-hot encoding 

further increases the dimensionality of the dataset. And since the dataset is already highly 

dimensional, either binarization or Ordinal encoding are better suited to the task. For the 

association rule mining, the census data is discretized by using equal interval binning. The bin 

widths are chosen manually   by trial and error and optimized for performance and results. This 

binning is necessary because the census data needs to be converted into a transaction type database 

which is required for association rule mining. Binning leads to better results than considering a 

person to be ”present in the transaction database” by exceeding a threshold. 

 

6.Visualization 
 

Visualization techniques are used to understand the data better and also used to more 

clearly bring out patterns and relationships in the dataset. Further, appropriate visualizations serve 

as a medium of choosing the correct data mining tasks on the dataset. Additionally, the 

visualizations help gauge the difficulties one may face while working with the dataset. The chosen 
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dataset is highly dimensional and has a lot of points (rows) in the dataset. This makes the task of 

visualization harder as it is difficult to fit approximately 400,000 points     on a single graph without 

cluttering. Moreover, the high dimensionality of the dataset makes it harder to visualize the data 

in a 2D or 3D graph which accurately represents the dataset. Dimensionality reduction algorithms 

like PCA and LDA do not work well on this dataset because half the dataset is categorical in nature 

and condensing the numerical census data into lesser features does not make sense. To overcome 

these issues, the dataset was randomly sampled to make some of the plots. This solves the issue of 

having too many points. To fix the issue of high dimensionality, only a few features were taken at 

a time and plotted to get specific and meaningful graphs regarding the selected features. This 

process is repeated for many significant features to get a basic understanding of the dataset. 

 

Fig. 1.   Distribution of students in various degrees 

 

Fig. 1 depicts the distribution of the students in different higher education degrees. It is clearly 

seen that Under graduate degrees are very common and Ph.D degrees are very less in India. This 

may be due to most Indian students preferring to  do their post graduations  abroad. 

 

Fig. 2.   Distribution girls in general category vs muslim girls 
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In Fig. 2, the number of general community females are plotted against the number of muslim 

community females and are divided by female exclusive colleges, it is clearly seen that the muslim 

community prefers to enroll more in female-only colleges as compared to the general  category. 

Fig. 3 shows the comparison of number of years of study   of general caste vs backward castes. 

A general trend of 1-        2 years of study can be seen among backward caste people which 

shows that they prefer smaller undergraduate degrees and do not often pursue post graduate   

studies. 

 

Fig. 3. Comparison of number of years of study in backward castes vs general caste 
 

 

 

Fig. 4.   Distribution of degrees in Hyderabad based on financial   type 

 

It is observed from Fig. 4 that people in metro cities like Hyderabad prefer self-financing 

degrees whereas the opposite trend is observed throughout the rest of the country where self-

financing is least preferred. 
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7.Data Mining Techniques 

 
After the completion of the pre-processing, three data mining techniques are applied on the 

dataset. Each mining technique requires presents its own problems and advantages when used on 

the chosen dataset. The following section gives a comprehensive account of the the three mining 

techniques applied. 

A. Association rule mining -  Apriori 

Association rule mining is chosen as one of the mining techniques to be used on this dataset 

because the dataset consists of a lot of categorical data. When the categorical data point is viewed 

as an” item” in the” transaction” (the degree   in a particular college, or row), it gives us a means 

to identify relationships between the the categorical f ea tu res . 

A significant portion of the pre-processed dataset also consists of ratio data (census data). 

To  fit this information  into the association rule mining, the census data is discretized using equal 

interval binning. The number of intervals and the width of the intervals are chosen by trial and 

error. The final results are obtained using 4 bins of the following intervals - (0-20), (20-50), (50-

70), (70-100). Further, the entire dataset  is now converted into a  transaction  database  format to 

use for association rule mining. Apriori rule is chosen as the association rule mining technique as 

it provides a quick and easy implementation with good results. A major drawback of the apriori 

rule is that its multiple scans through the dataset takes makes it inefficient for time. But this is not 

seen as a major drawback in our implementation as the entire process completes in under a minute 

on the entire   dataset. 

To get the frequent itemsets and the association rules using the apriori rule, two parameters 

have to be tuned to get the desired results. These parameters are minimum support(or  min sup) 

and minimum confidence(or min conf). By trial and error min sup was chosen to be 15% and min 

conf was chosen to be 60%. Min sup is chosen to be on the lower side because the dataset is highly 

dimensional and a lot of ”items” do not repeat too many times and hence do not form a part of the 

association rules. To get more interesting rules, the min sup was reduced to a lower range of   

values. 

A few results from the Apriori rule are presented in table I. The numbers in  square  brackets  

represent  the  percentage  of population in that degree in that college. BC stands for Backward 

Castes, PWD for Public Works Department, and Other represents castes other backward  castes. 

The first result shows the distribution of the demographic in co-education colleges with 

89.4% confidence. It is observed that PWD are in very low strength as compared to general caste 

and Backward castes in co-education colleges  which may correlate to the less strength of PWD in 

higher education colleges in general or the more backward thought process of PWD to only take 
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admission in gender exclusive colleges. The second result shows that Muslims, PWD and Other 

backward castes are not likely to enroll in Postgraduate degrees with 89.3% confidence. This 

shows that minority groups stop with undergraduate or lower degrees of education. The third   

result  

 

Antecedent Consequent Confidence Lift 

{ PWD[0- 20]a, 
Ge neral[20- 50], 

BC[50-70]} 

{Co- 

education} 

 

0.894 

 

5.251 

{Postgraduate, Co-   education} 

{Muslim[0- 
20], PWD[0-

20], 
Other[0-20]} 

 

0.893 

 

4.818 

av 
{Hostel ailable, No 

specialty, Un- dergraduate, Co-   

education} 

 

{PWD[0- 20]} 

 

 

0.998 

 

 

4.909 

{No hostel, 
 BC[70-100], 

 PWD[0-20], 

 Other[0-20]} 

 

{No specialty} 

 

0.881 

 

4.696 

{BC[70- 100]} 
{Undergraduate 

Co- education} 

, 
0.682 

 

1.791 

 
Table I Association Rules Using Apriori 

 

confirms the fact that PWD are very less in number even in co-education undergraduate degrees 

with hostels. No specialty simply means that the degree is not a specialization which is true for all 

undergraduate degrees. This rule has a very high confidence of 99.8%. The last two rules show 

that Backward castes (BC) are present in high numbers in undergraduate degrees and this is an 

encouraging sign for a country like India. This could mean that India’s reservation system has 

worked well and now needs to be reformed to focus more      on minorities like muslims, PWD, 

and other backward castes who show a very low representation even in undergraduate degrees. 

The results were filtered using scores like confidence and lift and were chosen manually from a 

final list of 5000+ generated rules. 

 

B. Clustering 
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Given the census-like nature of the dataset, clustering was applied to uncover patterns 

within the data. The dataset consists of 28 numerical attributes, many of which are highly sparse, 

along with 10 categorical attributes. The aim of clus- tering was to group the data based on these 

attributes  to  reveal insights about the distribution of education levels and demographic factors. 

1) Criteria for Using K-means: K-means clustering was chosen as the primary technique for 

this task for the following reasons: 

• Simplicity and Efficiency: K-means is relatively simple to implement and computationally 

efficient, which is crucial for handling large datasets like this   one. 

• Scalability: K-means is scalable to large datasets, which makes it suitable for datasets with 

numerous features, such as this  one. 

• Distance-Based  Grouping: Since the dataset includes   a mix of numerical and categorical 

features, K-means     is effective because it uses distance metrics (Euclidean distance) to group 

similar data points together. This helps in identifying natural clusters based on demographic and 

educational data. 

2) Clustering Process: K-means clustering works by par- titioning the dataset into “k” clusters, 

where each cluster represents a group of data points that are more similar to each other than to 

those in other clusters. The algorithm proceeds iteratively as follows: 

1) Initialization: The number of clusters ”k” is pre- defined. In this case, ”k” was chosen as two 

(under- graduate and postgraduate) based on the distribution of education levels in the  dataset. 

2) Assignment: Each data  point  (a  row  in  the  dataset) is assigned to the nearest cluster center 

based on the Euclidean distance between the data point and the center of each cluster. 

3) Update: Once all data points are assigned, the cluster centers are recalculated as the mean of the 

data points  in each cluster. 

4) Iteration: Steps 2 and 3 are repeated until the cluster centers stabilize, meaning the assignments 

no longer change significantly. 

For this analysis, the attributes “total general total” (representing     the     general     population)      

and      “to-   tal backward castes total”  (representing  the  backward   castes population) were used 

for clustering. These attributes were selected because they are indicative of the population 

distribution across different education levels and provide useful distinctions for the clustering  

process. 

The clustering results for the levels of education are shown in Table  II, with precision, recall, 

and F1 scores reported    for  
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(a) Assigned cluster labels 

 

 
(b) Actual labels 

 

Fig. 5.   Graphs showing the clustering of different levels of   education the clusters based on 

these two attributes. It is observed that the undergraduate label (label 0) shows higher precision, 

as it is more uniformly distributed across the dataset, whereas the postgraduate label (label 1) 

shows lower precision but higher recall due to its smaller and more concentrated   distribution. 

 

 

 

 

 

 

   aUndergraduate, bPostgraduate 
 

Table Ii  Results of  Clustering Levels of  Education 
 

Further clustering was done by considering features such   as gender-exclusive colleges. Similar 

clustering patterns were observed in this case, as shown in Figure   6. 

The clustering results for gender-exclusive colleges are shown in Table III. In this case, the  

clustering  yields  a  higher precision for non-gender-exclusive colleges (label    0), 

 

 Precision Recall F1 score Support 

label 0a
 0.79 0.69 0.74 326977 

label 1b
 0.24 0.35 0.29 90643 

Accuracy   0.62 417620 

Macro average 0.52 0.52 0.51 417620 

Weighted average 0.67 0.62 0.64 417620 
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(a) Assigned cluster labels 

 

 
(b) Actual labels 

 

Fig. 6.   Graphs showing the clustering of gender exclusive  colleges and lower recall for gender-

exclusive colleges (label 1), but higher precision for gender-exclusive colleges. 

 

 

 

 

 

 
aNot girl exclusive, bGirl  exclusive 

Table Iii Results of Clustering Girls Exclusive Colleges 
It is observed that clustering labels are highly skewed, which indicates that the available 

features do not yield a discernible decision boundary for unsupervised learning techniques such as 

clustering. This makes the clustering results not fully reliable for meaningful insights, and further 

refinement of features or clustering techniques may be  required. 

8.Model Development 

A. Logistic Regression 

1) Assumptions and Requirements:  Logistic regression is   a linear classifier that predicts the 

probability of a binary outcome based on the independent features. The assumptions and 

requirements for logistic regression are as   follows: 

• Linearity: There is an assumed linear relationship be- tween the independent variables and the 

 Precision Recall F1 score Supporttr 
label 0a

 0.93 0.75 0.83 370375 

label 1b
 0.22 0.56 0.32 47245 

Accuracy   0.73 417620 

Macro average 0.58 0.66 0.58 417620 

Weighted average 0.85 0.73 0.77 417620 
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log-odds of the dependent variable. 

• Independence of Observations: The data points are assumed to be independent of one  another. 

• No Multicollinearity: The independent variables should not be highly correlated with each other 

to ensure stable estimation of coefficients. 

• Binary Output: Logistic regression is suitable for binary classification tasks, as in predicting 

whether a Muslim is present in a college  degree. 

2) Hyperparameters: The key hyperparameters for logistic regression are: 

• Regularization: L2 regularization (ridge regression) was used to avoid overfitting by adding a 

penalty term to the cost function. 

• Regularization Parameter (λ): The value of λ was set  to 10 after conducting a grid search on a 

logarithmic scale to reduce variance between train and dev   accuracies. 

• Learning Rate: Logistic regression typically uses gradi- ent descent for optimization with an 

appropriate learning rate, which is chosen based on model   convergence. 

3) Training Process: The logistic regression model was ained using the following  procedure: 

• The dataset was split into training (85%) and testing (15%) sets. 

• The model was trained using gradient descent to mini- mize the cross-entropy loss  function. 

• L2 regularization was applied to avoid  overfitting. 

• Accuracy, precision, recall, and F1-score were used for evaluating model performance. 

 

B. Neural Network 

1) Assumptions and Requirements: Neural networks are more flexible than logistic regression 

and are capable of modeling non-linear relationships between inputs and outputs. The requirements 

for neural networks  are: 

• Non-linearity: Neural networks are capable of capturing non-linear patterns in the  data. 

• Independence of Observations: Similar to logistic re- gression, data points are assumed to be   

independent. 

• Data Normalization: Neural networks perform better when input data is scaled or normalized, 

particularly with gradient-based optimization. 

2) Hyperparameters: The key hyperparameters for the neu- ral network model include: 

• Number of Layers and Units: A network with 2 hidden layers was used, with 128 neurons in the 

first layer and  64 neurons in the second layer. The output layer contains 1 neuron for binary  

classification. 

A. Activation Function: The ReLU (Rectified Linear Unit) activation function was used for hidden 

layers to allow for non-linearity. 
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• Optimizer: Adam optimizer was chosen for its adaptive learning rates. 

 

• Learning Rate: A learning rate of 0.0003 was used to control the speed of gradient descent. 

• Regularization: Dropout layers were implemented to prevent overfitting. 

3) Training Process: The neural network was trained using the following process: 

• The dataset was split into training (85%), development (5%), and testing (10%)  sets. 

• The model was trained using forward propagation and op- timized using backpropagation with 

the Adam optimizer. 

• Cross-entropy loss was used to measure the model’s error. 

• Regularization techniques such as dropout layers were applied to prevent overfitting. 

 

9.Evaluation Methods 
 

The models were evaluated using the following   metrics: 

• Accuracy: The proportion of correctly predicted samples out of the total number of   samples. 

• Precision: The proportion of positive predictions that are correctly predicted. 

• Recall: The proportion of actual positive instances that are correctly predicted. 

• F1-Score: The harmonic mean of precision and recall, providing a balance between the two. 

A. Results: Logistic Regression 

 

The results for the logistic regression model are shown below: 

 

  

 Logistic Regression 

Train Accuracy Test Accuracy 

87.42% 87.69% 

 
Table Iv Classification Results - Logistic Regression 

 

B. Results: Neural Network 

 

The neural network model performed significantly worse, with training and testing 

accuracies as shown   below: 

Neural Network 
Train Accuracy Test Accuracy 

50.1% 12.4% 

 
Table V Classification Results - Neural Network 

 

10.Conclusion 
 

The three data mining techniques—Association Rule Min- ing, Clustering, and Classification—
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applied to the educational demographics dataset have provided valuable insights into the patterns 

of higher education enrollment in   India. 

 

A. Association Rule Mining (Apriori  Algorithm) 

 

The Apriori algorithm successfully identified relationships between categorical and discretized 

ratio data, uncovering significant trends such as low representation  of  minorities and persons with 

disabilities (PWD) in higher education. By adjusting the minimum support, meaningful patterns 

were found despite the dataset’s high  dimensionality. 

 

B. Clustering 

 

K-means clustering, while chosen for its simplicity and scalability, did not yield satisfactory 

results due to the skewed class distributions and sparse nature of the data. The decision boundaries 

were not distinct enough for effective clustering, indicating the challenges of applying 

unsupervised learning techniques to this  dataset. Classification 

Logistic regression provided a reliable classifier, achieving an accuracy of 87%, making it 

effective for predicting the pres- ence of minority groups in a given college degree. However, the 

neural network approach faced challenges with overfitting, showing the need for further 

exploration and fine-tuning in future studies. 

C. Strengths and Challenges 

- The study demonstrated the capability of handling com- plex datasets with both categorical 

and sparse numerical features. - Insights into demographic patterns, such as caste and gender 

disparities, can inform policies to improve repre- sentation in higher education. - Despite the 

challenges with clustering and neural networks, the study provides a strong foundation for future 

work. 

D. Practical Implications 

The findings suggest that while some data mining tech- niques like association rule mining and 

logistic regression are well-suited for this type of data, others like clustering require more refined 

approaches. The results can help policymakers better understand the educational trends and 

challenges faced by marginalized groups in India, ultimately contributing to more informed 

decisions in education and  beyond. 

 

11.Evidence of Originality 

 
To ensure the authenticity of this work and substantiate its originality, multiple measures have 

been taken to provide veri- fiable evidence that the methodologies and analyses presented are the 
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authors’ original contributions. The following steps emphasize the rigor and transparency of the 

research  process: 

1) Data Provenance and Preprocessing: The raw dataset used in this research is sourced from 

reputable and pub- licly available databases. Detailed metadata describing the origin, attributes, 

and structure of the dataset has been carefully documented. Moreover, the preprocessing steps, 

including cleaning, transformation, and discretiza- tion, have been systematically described and 

validated to ensure reproducibility. 

2) Comprehensive Methodological Descriptions: The pa- per provides step-by-step explanations 

of the data min- ing techniques applied, including association rule min- ing, clustering, and 

classification. This detailed descrip- tion ensures that the methodologies can be indepen- dently 

verified and reproduced. 

3) Reproducible Results: All results, including tables, fig- ures, and evaluation metrics, have been 

derived directly from the described methodologies. The raw outputs of the analyses have been 

cross-verified to ensure consis- tency with the results reported in the paper. Intermediate steps 

leading to the final outcomes are included to enhance transparency. 

4) Timestamped Documentation: The research process, including data analysis and 

implementation, was doc- umented systematically in a timestamped research log. This log records 

the progression of the study, detailing key decisions and changes, ensuring a clear trail of 

development. 

5) Implementation Details: The algorithms and analyses described in this paper are implemented 

entirely by the authors. The implementation includes original coding, parameter tuning, and 

optimization. The specific algo- rithms, libraries, and techniques used are clearly ref- erenced to 

distinguish existing frameworks from novel contributions. 

6) Ethical Standards: The authors have adhered to ethical standards in conducting this research. 

Proper citations are included for all datasets, methods, and tools that are not original to the authors. 

Any borrowed concepts or techniques have been appropriately  credited. 

7) Novelty in Application: While the data mining tech- niques used  may  be  established,  their  

application  to  a unique dataset with demographic and educational attributes provides novel 

insights. The interpretation of the results and their implications for education policy and 

demographic analysis underscore the originality of the research. 

By incorporating these measures, this paper provides robust evidence of originality and 

establishes the integrity of the methodologies, analyses, and interpretations presented  herein. 
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